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Abstract The equilibrium structures, binding energies,

vibrational harmonic frequencies, and the anharmonic

corrections for two different (cyclic and asymmetric) urea

dimers and for the adenine–thymine DNA base pair system

have been studied using the second-order Møller–Plesset

perturbation theory (MP2) method and different density

functional theory (DFT) exchange–correlation (XC) func-

tionals (BLYP, B3LYP, PBE, HCTH407, KMLYP, and

BH and HLYP) with the D95V, D95V**, and D95V??**

basis sets. The widely used a posteriori Boys–Bernardi or

counterpoise correction scheme for basis set superposition

error (BSSE) has been included in the calculations to take

into account the BSSE effects during geometry optimiza-

tion (on structure), on binding energies and on the different

levels of approximation used for calculating the vibrational

frequencies. The results obtained with the ab initio MP2

method are compared with those calculated with different

DFT XC functionals; and finally the suitability of these

DFT XC functionals to describe intermolecular hydrogen

bonds as well as harmonic frequencies and the anharmonic

corrections is assessed and discussed.

Keywords Urea dimer � Adenine–thymine base pairs �
Anharmonic corrections � H-stretching vibration �
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1 Introduction

Hydrogen bonding is ubiquitous in nature and governs a

wide array of chemical and biological processes ranging

from local structure in molecular liquids to the global

structure and folding dynamics of proteins [1, 2]. Although

the hydrogen bond (HB) is well studied, its low-frequency

vibrations, the large-amplitude motions involving stretch-

ing and bending along the actual (non-covalent) HB

coordinates, have been rarely investigated [3]. Information

about these vibrations offers exceptional insight into the

potential energy surface of the interaction and, therefore,

further enhances our understanding of the HB and its

impact on molecular structure and dynamics. The

‘‘C=O���H–N’’ type HB is one of the most frequently

occurring bonds in the biological systems. They can be

found as a main component of the DNA base pairs’

interaction systems or in protein a-helix and b-sheets. In

this sense, not only the static or averaged molecular

structures are important, but also molecular dynamics and

dynamical fluctuations are also fundamental for many

biological functions; but certainly not all. In our previous

work, we have investigated the nature of this C=O���H–N

hydrogen bond in the case of the formamide–water and

formamide–formamide systems [3] giving a detailed

description of binding energies, and of inter- and
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intramolecular harmonic frequencies including their

anharmonic corrections.

The urea dimer presents, to some extent, a good simi-

larity with the formamide–formamide system. The differ-

ence between these two systems is the existence of the

second cyclic system in the urea dimer. In the case of the

urea dimer, one of the HBs is the weak C–N���H–N

hydrogen bond. The planarity (or non-planarity) of the urea

dimer system has been the focus of a number of studies.

Masunov and Dannenberg [4, 5] considered different levels

of theory (HF, MP2, and DFT with and without BSSE

corrections), and the most stable conformation was found

to be the non-planar structure (using the MP2 method with

the D95??** basis set). However, they stressed that

inclusion of vibrational and thermal corrections in the

calculations of the molecular structure might give an

effectively planar structure. Similar results were reported in

the case of urea dimer structure also by Belosludov et al.

[6] and Skurski et al. [7]. When considering the previous

remarks on the geometry of urea dimer, the crystal, and

cluster structures of urea were the subject of many theo-

retical works [5, 8, 9], using ab initio, molecular dynamics

or crystal theory methods. In all of these papers, a planar

monomer geometry/structure for urea was assumed and the

theoretical calculations were undertaken taking this fact

into account. This planar monomer geometry/structure

was also confirmed by Shukla et al. [10] measuring the

Compton profile anisotropies in crystalline urea. We con-

sider the papers of Rousseau and Keuleers [11, 12] as very

important works for the use in elucidating the structure of

urea (and its dimer) because the detailed descriptions of the

vibrational spectra of urea (and its dimer) in both the gas

and crystal phases are presented. They concluded that the

vibrational analysis of solid urea and of the gas phase

of urea are not comparable, which is mostly due to the

different planar or non-planar conformation of urea in

different states. Motivated by this unusual behavior as well

as by the source of the great flexibility of urea, many

authors present different molecular properties such as

polarizability and hyperpolarizability [13], the excess

electron binding to a single [14] or dimer molecular system

[15], as a solvent around peptide conformations [16], and

hereby giving important contributions on the understanding

of urea behavior in different environments.

The A–T base pair’s intermolecular interaction can be

considered as a contribution of two very important HBs:

C=O���H–N and JN���H–N bonds. Owing to the biological

manifoldness of DNA base pair conformations (dry-DNA,

wet-DNA, double helix, super-double helix, etc.), their

theoretical characterization is much diversified. A given

theoretical model should take into account the backbone

and environment effects as well as the influence of the

DNA–protein interactions. In view of this fact, choosing the

correct theoretical method is essential in the investigation of

DNA base pairs. In the last 2–3 years, substantial advances

in computational modeling have allowed for the inclusion

of accurate electron correlation effects in their calculations.

Šponer et al. [17] and Podolyan et al. [18] used the well-

known MP2 method with different basis sets (mostly

including the polarization effects) and they gave a very

detailed description of the interaction energies and geom-

etry structures of the adenine–thymine and guanine–cyto-

sine base pairs. They also show that the electron correlation

effects could give important contributions to the interaction

energy and to the dimer geometry. Owing to the quick

growth of the two-electron integrals, it is obvious that the

MP2 method could not be applied for the extended struc-

tures such as sugar–phosphate chain or the water and metal–

ion environments. Similarly, good results can be obtained

with much less computational effort using DFT methods. In

the work of Guerra et al. [19], not only the simple base pair

structure, but also the backbone effects were presented.

They compared the efficiency of several DFT functionals to

obtain theoretical values close to the experimental results.

Considering the experimental data for interaction energies

and geometry structures, they conclude that the DFT

functionals (especially the BP86) are adequate to describe

biologically relevant molecules involving HBs; in particu-

lar, the DNA base pair interactions. In addition, a revised

version of PM3 semiempirical method presented by Giese

et al. [20] could also be considered as another solution for

describing large systems. At the same time, the normal

mode analysis of molecular vibration could give us sup-

plementary information about the efficiency of different

methods. In connection with this, several vibrational fre-

quency calculations and experimental measurements were

performed [18, 21–24] to study different interaction

effects in normal mode vibrations of base pairs (mostly for

guanine–cytosine dimer). For instance, the intermolecular

interactions could significantly influence the intramolecular

normal mode vibrations, such as red shift or improper blue

shifting [25, 26] of the vibrational frequencies. Further-

more, the intermolecular normal mode vibrations depend

very much on the applied method or basis sets, and last but

not the least on the BSSE effects [3, 27–29].

Anharmonic effects represent significant corrections in

the molecular normal mode vibrations involving hydrogen

atom [30–32]. Watanabe et al. [32] showed that including

anharmonic correction [scaled hypersphere search method

(SHS)], all fundamental frequencies in gas phase experi-

ments of intramolecular modes of (H2O)n (n = 2–5) were

excellently reproduced. At the same time, the vibrational

shifts derived from the anharmonic calculations show a good

agreement with the trends found in the experiments [33].

The goal of this study is to give an accurate description

of intermolecular normal modes and to present different
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intermolecular interaction effects that could influence the

monomer-type vibrations, considering two urea dimer

cases and the adenine–thymine molecular system.

Accordingly, several DFT functionals were tested by

comparing them with the corresponding MP2 results.

2 Methods and computational details

Regarding the theoretical methods, it is well established

that for an accurate description of HBs, ab initio techniques

are needed which include the electronic correlation level,

i.e. with an error \0.04 eV (1 kcal/mol) to predict the HB

strength. Thus, the observed underestimation of the HB

strength by the Hartree–Fock (HF) calculations (where the

electron correlation effects are missing) is overcome using

correlated methods such as second-order Møller–Plesset

perturbation theory (MP2) or coupled cluster (CC) meth-

ods. Yet, it is necessary to use very large high-quality basis

sets to expand the wave function and to get reliable HB

properties. This fact and the necessity of correlated meth-

ods for accurate description of HBs make such studies

computationally too expensive and only applicable to

molecular complexes of at most a few tens of atoms.

Therefore, strategies to study HBs with similar accuracy as

the MP2 or higher levels of theory, but computationally

less expensive are needed. In this sense, density functional

theory (DFT) is a method that includes electronic correla-

tion. Because of the way DFT is formulated, it emphasizes

corrections to an independent particle model. This is usu-

ally called dynamic correlations (electron correlation due

to the Coulomb hole). In contrast, wavefunction methods

(like perturbation, coupled-cluster or multi reference con-

figuration interaction methods) most easily correct for

dispersion interaction and for longer range static correla-

tions made when electrons delocalize over a longer dis-

tance, effects that DFT cannot treat adequately [34–36].

The dynamic correlation is important in short and medium

ranges of interaction, while the static (or non-dynamic,

near degeneracy, or sometimes left–right) correlation and

the dispersion effects dominate the long-range part. Dis-

persion interactions in the van der Waals (vdW) complexes

depend on fluctuations of the density in the tails of the

monomers forming the complex; namely, they depend

strongly on a correct description of electron correlation in

the vdW region [34]. The lack of non-local static correla-

tion and the long-range dynamic correlation effects (dis-

persion), respectively, in the LDA and GGA functionals is

believed to be responsible for the deficiency of DFT to

obtain the long-range vdW interactions [37]. Better results

are obtained for vdW complexes dominated by electrostatic

forces, such as classical hydrogen bond systems. In this

way, the accuracy of DFT to describe the HB interaction

relies on the applied functional to approximate the elec-

tronic exchange–correlation (XC) contribution. To over-

come this problem, first we try to find those XC functionals

that could describe HBs with an approximate accuracy as

the MP2. In the last few years, a number of significant

works could be found in the literature, which compared the

efficiency of different DFT functionals with those obtained

using the MP2 method. According to this fact, for the first

step, we select six XC functionals (BLYP, B3LYP, PBE,

HCTH407, KMLYP, and BHandHLYP) [19, 38–40],

which could give a satisfactory solution for our problem

based on their results presented till now. Hereafter, the

BHandHLYP XC functional name will be abbreviated as

BHLYP. The HCTH407 represents the Handy’s functional

including gradient-corrected correlation [41–43], PBE is

the gradient-corrected correlation functional of Perdew

et al. [44, 45], while KMLYP [40] is a hybrid functional of

Kang and Musgrave, which implements the following

scheme:

KMLYP : 1� að Þ � ESlater
X

þ a � EHF
X þ 1� bð Þ � EVWN

C þ b � ELYP
C ð1Þ

where a = 0.557 and b = 0.448. The Gaussian IOP

keywords for the KMLYP functional are:

#iop 3=76 ¼ 1000005570ð Þ; iop 3=77 ¼ 0000004430ð Þ;
iop 3=78 ¼ 044801000ð Þ ð2Þ

Many papers have indicated that the impact of BSSE on the

geometries of weakly bound systems is smaller for the DFT

methods than that for ab initio methods such as the MP2,

but their influence even in case of DFT could not be

neglected [28]. Accordingly, we use BSSE elimination

technique for all applied methods. The BSSE was corrected

using the counterpoise (CP) method [46] as implemented in

the Gaussian03 package suite [47]. The uncorrected and

BSSE-corrected energies, geometries, harmonic frequen-

cies, and their anharmonic corrections [48, 49] were cal-

culated for the MP2 and DFT levels of theory using the

D95V, D95V**, and D95V**?? basis sets [50]. Apart

from the fact that these XC functionals can offer us rea-

sonable description compared with the MP2 results, their

selection is basically connected with the availability of

these functionals included in the C.02 subversion of the

Gaussian program package to use them for anharmonic

correction calculations. For the harmonic frequencies, no

scaling factor was applied. Considering simultaneously, the

BSSE and anharmonic corrections on the normal mode

vibration analysis, one should make some compromises. In

case of anharmonic corrections, one has to perform two

different energy calculations including first- and second-

order analytical energy derivatives for each normal mode.

Furthermore, for each energy job, one should consider five
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different single point energy calculations using different

basis sets (with and without ghost orbitals it is required in

case of counterpoise correction) to consider the BSSE

effects. This means that one would have a number of ten

energy calculations (considering also the first and second

analytical derivatives), for a single normal mode. In this

way, when compared with the harmonic frequency calcu-

lations, the computer time for the BSSE-free anharmonic

corrections would increase very much. It was shown that

well-chosen DFT functionals (e.g. B3LYP) [51, 52] cou-

pled with double-zeta quality basis sets [53, 54], including

polarization and diffuse functions, represent a good

approach for small and medium size molecular systems to

achieve the best compromise between computer time and

quality of results. Furthermore, based on our previous

experience [3], we consider that the D95V basis set has

better performance (showing less BSSE errors) than the

6-31G Pople’s basis set family.

Nevertheless, to estimate the magnitude of errors given

by the medium-quality basis sets and theoretical methods,

include higher level correlation methods (e.g. CCSDT)

and successively larger shells of polarization functions in

the basis set. Considering the local (L) approximation

[55–58] and the density-fitting (DF) techniques [59], the

computational cost for the classical MP2 method can be

drastically reduced. In this way, highly polarized basis

sets can be easily included in our calculation without

having a significant computational effort. These combined

local and density-fitting approximations could also be

considered in the case of coupled-cluster theory. All of

these approximation techniques are implemented in the

Molpro program package suite [60]. For the density fit-

ting, local correlation methods [DF-LMP2 and DF-

LCCSD(T)] the basis set superposition errors (BSSE) is

drastically reduced [61, 62] and in this way the LMP2

method is suitable for the calculation of intermolecular

interactions. Two of the most important advantages of the

method are that the potentially expensive counterpoise

(CP) corrections are avoided and the dispersion effects,

which are crucial for stacking interaction of the aromatic

rings, are also included. A very good comparative study

in case of DNA base stacking interaction is presented in

[63], where it was shown that the LMP2 and the DF-

LMP2 intermolecular interaction energies are very close

to the standard MP2 values. Considering the local char-

acter of occupied and virtual orbitals in the local corre-

lation treatment [64], one can easily obtain also the

dispersion part (an intermolecular effect) of the correla-

tion contribution. Another possibility to perform high-

quality quantum chemical calculation is to use DFT

functionals improved by empirical long-range dispersion

corrections [65] or to apply the new generation hybrid

meta-GGA (generalized gradient approximation) M06-2x

functional developed in the Truhlar group [66]. These

methods were recently implemented in the NWChem

program package [67]. Considering among others also

many DFT functionals presented in this study, a very

suggestive test benchmark was presented by Korth and

Grimme [68]. They found that the mean absolute devia-

tion obtained with different DFT functionals decreases

very strongly from the local density approximation (LDA)

to GGAs, but then was less pronounced to meta-hybrid-

GGAs (like M06-2x).

The results obtained with the above-mentioned quantum

chemistry packages were processed using the Molden [69]

and the Gabedit [70] molecular graphics softwares.

3 Results and discussion

In this section, we present the results for interaction ener-

gies and geometry parameters of HBs in cyclic and

asymmetric urea dimers, as well as for those obtained for

the adenine–thymine system calculated at the MP2 and

DFT level of theory, using the D95V and D95V**??

basis sets. After the analysis of the DFT and MP2 results,

where the MP2 interaction energy and HB distances for

urea dimers are compared with all XC functional (BLYP,

B3LYP, PBE, HCTH407, KMLYP, BHLYP) results, we

focus on the harmonic vibrational frequencies and their

anharmonic frequency correction calculations for different

normal modes which are affected by the presence of an

adjacent molecule. The aim of the MP2 and DFT com-

parative studies is to find the best correspondence between

the MP2 and DFT values to use the adequate XC func-

tionals for further calculations of the adenine–thymine

system.

To estimate the differences in intermolecular interaction

energy or intermolecular distance which come from

applying better correlation methods and larger basis sets,

different potential energy curves were drawn. First, using

HF, DF-LMP2, DF-LCCSD(T), Truhlar’s M06-2x DFT

functional, PBE-D, and BLYP-D methods with cc-pVTZ

basis set, while in the second case applying the DF-LMP2

method with cc-pVXZ and Aug-cc-pVXZ (where X = D,

T, Q) basis sets [71, 72]. Their effects (high correlation

contribution and basis set dependence) for different urea

dimer structures will be also discussed.

Furthermore, in the Electronic Supplementary Material

(ESM), a large amount of data is presented including

harmonic and anharmonic frequencies, diagonal and off-

diagonal anharmonic constants in table format, as well as

different normal mode vibrations in graphics format, for

both of urea dimer and the adenine–thymine base pair.
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3.1 The urea dimer

3.1.1 Geometry structure of urea dimers

In Table 1, we list the interaction energies (kcal/mol) and

intermolecular HB distances (Å) obtained for cyclic and

asymmetric urea dimer structures with the MP2 method

and five different DFT XC functionals (both in uncorrected

and CP-corrected cases) using the D95V**?? basis set. In

the last five rows of Table 1, the same interaction energy

and intermolecular HB distance obtained with DF-LMP2

method using the D95V**?? and cc-pVQZ basis sets are

also shown as well as the interaction energy obtained using

DF-LCCSD(T) method. The cyclic urea dimer is bonded

by two equivalent C=O���H–N HBs presented in Fig. 1,

while the asymmetric one is formed by two different

C=O���H–N and JN���H–N bonds as shown in Fig. 2. In

both cyclic and asymmetric dimer cases, the urea mono-

mers present a non-planar geometry configuration.

The interaction energy and HB distance values show

that a good fitting of DFT values with the MP2 results is

not obvious for any of the selected XC functionals. In the

case of cyclic structure, one can observe that the best

agreement for the intermolecular interaction energies and

intermolecular RO���H distances is given by the BHLYP and

B3LYP XC functionals. The interaction energy values

are -15.035 kcal/mol for B3LYP, -15.586 kcal/mol for

BHLYP and -16.534 kcal/mol for MP2, while the inter-

molecular distance for RO���H is 1.8377 (B3LYP), 1.8514

(BHLYP), and 1.8562 Å (MP2). At the same time,

reasonable values could be also obtained applying the

BLYP functional, while in the case of KMLYP, PBE, and

HTCH407 the energy and geometry parameter results are

quite different from the MP2 values. Similar conclusions

can be drawn for the asymmetric structure of urea, but in

this case the accordance between the DFT and MP2 results

is not so obvious even between B3LYP, BHLYP XC

functionals, and the MP2 values. Regarding the ‘‘counter-

poise’’ corrected interaction energy and intermolecular

distance results; one can see that the BSSE corrections for

both cyclic and asymmetric structures are more relevant at

the MP2 level, than those for the DFT functionals.

Table 1 The e interaction energies (kcal/mol) and R intermolecular

distances (Å) in the case of cyclic and asymmetric urea dimer

structures, optimized at different levels of theory and considering the

D95V**?? and cc-pVQZ basis sets

Method Cyclic Asymmetric

e RO���H e RO���H RN���H

MP2

NoCPa -16.53 1.86 -14.44 2.10 2.178

CPb -13.18 1.93 -11.43 2.19 2.30

BLYP

NoCP -14.15 1.84 -10.54 1.95 2.11

CP -13.52 1.86 -9.77 1.99 2.16

B3LYP

NoCP -15.04 1.84 -11.35 1.96 2.13

CP -14.43 1.85 -10.64 2.01 2.17

PBE

NoCP -16.81 1.79 -13.10 1.90 2.03

CP -16.12 1.80 -12.20 1.91 2.07

HTCH407

NoCP -12.33 1.96 -9.48 2.12 2.33

CP -11.76 1.98 -8.92 2.14 2.39

KMLYP

NoCP -20.74 1.75 -16.81 1.93 2.06

CP -20.08 1.75 -16.06 1.94 2.10

BHLYPc

NoCP -15.59 1.81 -12.15 2.01 2.18

CP -15.01 1.86 -11.52 2.03 2.22

DF-LMP2 -13.26 1.93 -10.00 2.07 2.22

ELMP2
disp -2.21 – -2.10 – –

DF-LMP2/vqzd -14.83 1.86 -12.39 2.00 2.15

ELMP2
disp =vqz -3.56 – -3.81 – –

DF-LCCSD(T)e/vqz -14.29 – -11.82 – –

a Without counterpoise correction
b With counterpoise correction
c BHandHLYP
d cc-pVQZ
e The LMP2 optimized geometry was used

Fig. 1 The equilibrium geometry structure of cyclic urea dimer

obtained at local-MP2 level of theory, using the cc-pVTZ basis set

Fig. 2 The equilibrium geometry structure of asymmetric urea dimer

obtained at local-MP2 level of theory, using the cc-pVTZ basis set
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In Table 2, the same interaction energies (kcal/mol) and

intermolecular HB distances (Å) are collected as presented

before, but obtained only with the MP2 method, and

B3LYP, and BHLYP DFT XC functionals (both in

uncorrected and CP-corrected cases) and considering the

D95V, D95V** and D95V**?? basis sets. Analyzing the

geometry structure and calculating the intermolecular

interaction energies for both cyclic and asymmetric urea

dimers using the D95V basis set, but considering different

polarization and diffuse functions, some basic remarks can

be made. First, there is a basic difference between the

geometry structure obtained with the D95V basis set and

those obtained with the D95V** and D95V**?? basis

sets. In the first case, we got a totally planar configuration

of both urea monomers from the dimer structure, while in

the second case, they show non-planar configurations. The

intermolecular interaction energies obtained with the sim-

ple D95 basis set show larger minima than those for the

D95V** and D95V**?? basis sets, while the difference

between the D95V** and D95V**?? values is not so

significant.

When comparing the amounts of the total interaction

energy and its dispersion part obtained by the DF-LMP2

method with two different basis sets (D95V**?? and cc-

pVQZ), it was found that the dispersion contribution gives

around 16–24% from the total energy value. This is

-2.21 kcal/mol for the cyclic urea structure and

-2.10 kcal/mol for the asymmetric urea, if one applies the

D95V**?? basis set, and -3.56 and -3.81 kcal/mol,

respectively, for the cc-pVQZ basis set.

When considering the classical MP2 results obtained

with the D95V**?? basis set (see Table 1), one could

observe that for the cyclic geometry, the e interaction

energy and R intermolecular HB distance are quite close to

the corresponding value calculated with the DF-LMP2

method, while for asymmetric structure these two methods

show discrepancies. If we compare the same e and R values

for both cyclic and asymmetric structures at the DF-LMP2

level of theory, but obtained with different basis sets

(D95V**?? vs. cc-pVQZ), one could see that the energy

results increase by 1.58 and 2.39 kcal/mol, respectively,

while for the R distance we get smaller values with 0.06

and 0.07 Å, respectively. Focusing on the dispersion part of

the intermolecular interaction energy, significant dispersion

energy growth can be found (1.35 kcal/mol for cyclic

dimer and 1.71 kcal/mol for asymmetric case), when the

larger cc-pVQZ basis set is used against the D95V**??.

These represent the major contribution to the total inter-

action energy increase. To consider higher correlation

effects, other than those included in the MP2, the interac-

tion energies were computed applying the DF-LCCSD(T)

method, using the same cc-pVQZ basis set and taking into

account the DF-LMP2 optimized geometry. Higher corre-

lation effects give positive energy contribution. These are

0.54 kcal/mol for cyclic structure and 0.57 kcal/mol in

asymmetric case, but compared with the whole magnitude

of the energy value, it is not as significant as the dispersion

effect.

The HB is primarily electrostatic in nature, where the

proton’s electron cloud is disclosed by the donor atom and

the proton’s positive charge is attracted electrostatically by

the so-called lone pair (non-bonded) electrons of the

acceptor atom. This attractive force is complemented by

quantum chemical contributions including exchange

interaction that is repulsive, and polarization and charge-

Table 2 The e interaction energies (kcal/mol) and R intermolecular

distances (Å) in the case of cyclic and asymmetric urea dimer

structures, optimized at different levels of theory and considering the

D95V, D95V** and D95V**?? basis sets

Method Cyclic Asymmetric

e RO���H e RO���H RN���H

D95V

MP2

NoCPa -19.58 1.84 -16.01 1.98 2.15

CPb -14.71 1.94 -11.93 2.14 2.36

B3LYP

NoCP -21.73 1.74 -12.97 1.98 2.18

CP -18.91 1.78 -11.14 2.07 2.25

BHLYP

NoCP -22.50 1.75 -16.07 2.00 2.26

CP -19.95 1.79 -14.93 2.06 2.33

D95V**

MP2

NoCP -16.06 1.82 -14.07 1.96 2.08

CP -12.32 1.95 -10.58 2.05 2.21

B3LYP

NoCP -16.83 1.82 -15.46 1.93 2.09

CP -14.80 1.85 -13.36 1.94 2.13

BHLYP

NoCP -16.92 1.84 -13.38 1.98 2.15

CP -15.32 1.86 -11.93 2.00 2.19

D95V**??

MP2

NoCP -16.53 1.86 -14.44 2.10 2.18

CP -13.18 1.93 -11.43 2.19 2.30

B3LYP

NoCP -15.04 1.84 -11.35 1.96 2.13

CP -14.43 1.85 -10.64 2.01 2.17

BHLYP

NoCP -15.59 1.81 -12.15 2.01 2.18

CP -15.01 1.86 -11.52 2.03 2.22

a Without counterpoise correction
b With counterpoise correction
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transfer components, which are attractive. At the electron

correlation level, this forces are completed with other

contributions such as dispersion interaction. DFT includes

XC via XC functionals. For the hybrid functionals, such as

B3LYP or BHLYP, exchange effects are turned down by

the admixture of both Slater and HF type exchange, how-

ever, not to reproduce exact exchange energies, but to

provide better total correlation energy [34]. It was shown

by Cremer [34] that the hybrid XC functionals, constructed

in this manner, slightly underestimate the exchange part

and a shade better overestimate the correlation part. In this

way, the difference could partially cover other energy

contributions (i.e., dispersion effects) that are not included

in this XC functionals by construction. Accordingly, one

can consider that the dispersion effects, which are missing

from the B3LYP and BHLYP functionals, are partially

compensated by this energy surplus. This could explain the

facts that why the B3LYP and BHLYP results are quite

close to the MP2 or LMP2 values. In case of the stacking

interaction, where the correlation covered by the hybrid XC

functionals is small, the energy surplus is not able to

compensate anymore the dispersion effects.

In Figs. 3 and 4, several potential energy curves are

shown for cyclic and asymmetric urea dimers, respectively.

They were obtained with HF, density-fitting local correla-

tion methods [LMP2 and LCCSD(T)], Truhlar’s M06-2x

Fig. 3 The intermolecular

potential energy curves (kcal/

mol) of cyclic urea dimer

obtained at HF, LMP2,

LCCSD(T), M06-2x,

counterpoise corrected M06-2x,

BLYP-D and PBE-D

(D = empirically corrected XC

functionals by dispersion

effects) levels of theory using

the cc-pVTZ basis set

Fig. 4 The intermolecular

potential energy curves (kcal/

mol) of asymmetric urea dimer

obtained at HF, LMP2,

LCCSD(T), M06-2x,

counterpoise corrected M06-2x,

BLYP-D, and PBE-D

(D = empirically corrected XC

functionals by dispersion

effects) levels of theory using

the cc-pVTZ basis set
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hybrid meta-GGA DFT functional, as well as at BLYP and

PBE XC functionals with empirical dispersion correction

methods and with the cc-pVDZ basis set. On inspecting the

potential energy profiles, it can be seen that the DFT

functionals gave lower minima (about 1–1.5 kcal/mol)

compared with local correlation methods [DF-LMP2 and

DF-LCCSD(T)]. This discrepancy could be explained,

partially, with the lack of BSSE correction in the case of

above enumerated DFT functionals, as it also could be

observed for those presented in the first part of this sub-

section (see also Table 1). Accordingly, for the M06-2x

functional, the BSSE correction increases the minimum of

the potential energy curve with 1.02 kcal/mol for the cyclic

case and with 1.36 kcal/mol for asymmetric dimer (see the

M06-2x and M06-2x-CP curves in Figs. 2 and 3).

To draw inferences about the basis set dependency,

different potential energy curves (Figs. 5, 6) were taken.

Here, we have considered the DF-LMP2 method used

together with cc-pVXZ and Aug-cc-pVXZ (where X = D,

T, Q) basis sets. The potential energy profiles show that the

double-zeta quality basis sets (cc-pVDZ and Aug-cc-

pVDZ) gave partly different energy curves from the results

obtained with triple- or quadruple-zeta quality basis sets,

but the deviation is \1.5 kcal/mol.

Summarizing the contributions given by different elec-

tron correlation methods and basis sets, it can be stated that

Fig. 5 The intermolecular

potential energy curves (kcal/

mol) of cyclic urea dimer

obtained with LMP2 method

and considering the cc-pVXZ

and Aug-cc-pVXZ (where

X = D, T, Q) basis sets

Fig. 6 The intermolecular

potential energy curves (kcal/

mol) of asymmetric urea dimer

obtained with LMP2 method

and considering the cc-pVXZ

and Aug-cc-pVXZ (where

X = D, T, Q) basis sets
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the most important correction for interaction energies and

intermolecular distances is obtained taking into account the

dispersion effect. This is followed by the basis set quality

induced corrections and finally by the third- and fourth-

order electron correlation contributions.

3.1.2 Normal mode vibrations of urea dimers

Each urea dimer has 42 vibrational normal modes (see

Table 3) from which a number of 36 (18 for each monomer)

vibrations are characteristic to monomer-type vibrational

motion. The last six normal modes with the lowest fre-

quency values have purely intermolecular character. These

18 monomer frequencies of dimer structure are split in to a

form of frequency pairs (doublets). As compared to the

individual monomer lines they present different frequency

shifts and their magnitudes depend very much on the

dimer molecular symmetry (cyclic or asymmetric). In ESM

Tables 1 and 2, the harmonic frequencies (doublets) and

their anharmonic corrections for those monomer-type nor-

mal modes of which vibrational motions are substantially

perturbed by the adjoining molecule were collected, both

for the cyclic and asymmetric urea dimer structures. They

were determined in advance by identifying the frequency

value that corresponds to each normal mode vibration and

by visualization of their vibrational characters [69]. This

preliminary vibrational analysis shows that the most shifted

frequencies of the monomer-type vibrations are the cova-

lent N–H bond stretching and H–N out-of-plane vibrations

(the H atom is involved in the formation of HB) as well

as the C=O double bond stretching vibrations. In ESM

Tables 1 and 2 the dimer-type normal mode frequencies are

also compared with those obtained for the individual

monomer vibrations, where in addition the intermolecular

BSSE corrections for dimer structures were considered. It

was found that, the m1, m2, and m3 normal modes are N–H

bond stretching vibrations where the H atoms do not take

part in intermolecular HB formations. The m4, m5, and m6 are

one N–H and two C=O bond stretching vibrations located at

the N–H���O=C intermolecular HBs (see Figs. 1 and 2). In

the case of geometry structure and intermolecular interac-

tion energy, it was obtained that the best agreement between

the MP2 and DFT results is given by B3LYP and BHLYP

XC functionals. Therefore, in ESM Tables 1 and 2 the

harmonic frequency values and anharmonic frequency

corrections are presented only for these methods. The effi-

ciency of B3LYP XC functional in describing urea

dimer structures was also pointed out by the authors of

reference [6].

It can be observed that in the case of cyclic urea struc-

ture, the doublet frequency splits into m1, m2, and m3 normal

modes that are almost irrelevant. More precisely, the

frequency shifts, which are induced by each monomer on

the adjoining molecules, have the same magnitude. Only

those normal modes present different frequency shifts and

implicitly larger doublet splits where the perturbation of HB

vibration is present (m4, m5, and m6). As can be seen in ESM

Table 1, the dimer frequency shift could be attributed to

several effects like anharmonic corrections, BSSE effects,

or intermolecular effects. It should be mentioned that BSSE

is not a real physical effect and normally it must be con-

sidered together with the intermolecular effects. However to

see how important frequency shifts could induce the BSSE

error, we consider as a separate effects. Accordingly, in the

following part, we try to describe each of these effects

separately and in more detail. First, let us discuss the role of

anharmonic effects. In the case of N–H bond stretching

vibrations, the magnitudes of anharmonic corrections (fre-

quency red shift) are quite large (&150–170 cm-1 for m1,

m2, and m3, and[200 cm-1 for m4, respectively) while in the

case of a1, a2, and a3 anharmonic corrections, for both of

doublet frequency values, the magnitude of frequency shifts

are the same. For a4 correction, the size of doublet fre-

quency shifts is different (e.g., at MP2 level v04 � a04 ¼
3; 457:8� 3; 229:3 cm�1 ¼ 228:5 cm�1 and v004 � a004 ¼
3; 419:6� 3; 149:0 cm�1 ¼ 270:6 cm�1). Regarding m5 and

m6, C=O stretching modes one can see that the anharmonic

corrections are much smaller than in the H–N case, their

shifts are about 30–40 cm-1 and the behavior of their fre-

quency split is similar to m4 mode. The BSSE corrections

could also be considered as another important effect. Hav-

ing intermolecular character, it can be explicitly observed

that considerable BSSE corrections are obtained only for m4,

m5, and m6 normal modes. Both for harmonic and anhar-

monic approximations only the MP2 results show large

frequency corrections. Moreover, the frequency of H–N

stretching mode is more affected by the BSSE than the C=O

stretching vibrations. The intermolecular effects (or

molecular association effects) present another source of

frequency shifts. Here, one should compare the monomer-

type frequency (harmonic or anharmonic) values from the

dimer structure with the corresponding individual monomer

frequencies. The results show that those normal modes,

where the vibration motion is far from the intermolecular

interaction region (m1, m2, and m3) are less perturbed than the

m4, m5, and m6 normal modes where the H–N and C=O bonds

are the integral part of the HBs. In case of m4, we have

for MP2 181.1 and 219.3 cm-1, for B3LYP 242.5 and

285.3 cm-1 and for BHLYP 204.3 and 240.3 cm-1 fre-

quency red shifts. Similar effects can be found for m5 and m6

C=O stretching modes, but this being a strong double

covalent bond the frequency shifts are smaller. The cor-

rection scheme for m4 and m5 is as follows (see also ESM

Fig. 1):
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Table 3 The harmonic (m) frequencies (cm-1) of the normal mode vibrations of cyclic and asymmetric urea dimers obtained at the MP2, LMP2

and B3LYP levels of theory (with BSSE correction for MP2 and B3LYP methods), using the D95V??** and cc-pVQZ basis sets

Nr. Cyclic Asymmetric

MP2 LMP2 B3LYP LMP2 (cc-pVQZ) MP2 LMP2 B3LYP LMP2 (cc-pVQZ)

m1

1 3,784.1 3,783.4 3,712.6 3,738.4 3,795.0 3,780.5 3,718.2 3,745.5

2 3,784.0 3,783.2 3,712.6 3,738.3 3,777.2 3,766.0 3,697.7 3,733.8

m2

3 3,759.4 3,773.2 3,675.9 3,712.6 3,770.7 3,749.0 3,681.3 3,715.4

4 3,758.6 3,772.6 3,675.3 3,712.1 3,737.5 3,734.1 3,664.5 3,694.6

m3

5 3,651.1 3,649.0 3,590.2 3,613.2 3,659.3 3,646.6 3,594.4 3,617.7

6 3,651.0 3,649.0 3,590.1 3,613.1 3,622.5 3,605.0 3,544.5 3,567.0

m4

7 3,509.0 3,514.6 3,348.9 3,412.4 3,603.3 3,585.8 3,479.0 3,533.9

8 3,480.0 3,484.5 3,307.3 3,373.4 3,584.9 3,562.0 3,461.3 3,505.2

m5

9 1,801.2 1,794.7 1,769.4 1,792.0 1,812.7 1,810.6 1,794.4 1,808.7

10 1,781.0 1,774.8 1,744.3 1,765.0 1,788.5 1,789.3 1,756.1 1,774.3

m6

11 1,693.1 1,685.2 1,659.1 1,669.2 1,679.9 1,682.2 1,644.6 1,654.2

12 1,687.4 1,680.6 1,653.5 1,666.9 1,675.1 1,673.2 1,638.4 1,644.1

m7

13 1,671.0 1,669.8 1,629.4 1,640.3 1,666.5 1,662.2 1,628.2 1,638.0

14 1,666.3 1,662.5 1,622.9 1,635.9 1,657.7 1,656.2 1,622.2 1,628.2

m8

15 1,484.4 1,481.2 1,466.3 1,478.0 1,473.6 1,464.3 1,450.7 1,466.1

16 1,469.7 1,465.6 1,448.5 1,462.2 1,428.8 1,423.8 1,401.8 1,418.0

m9

17 1,216.2 1,204.9 1,186.6 1,197.5 1,234.9 1,221.8 1,200.6 1,207.3

18 1,213.5 1,202.3 1,181.2 1,193.6 1,205.9 1,208.2 1,178.1 1,190.5

m10

19 1,077.1 1,071.5 1,065.4 1,077.7 1,092.3 1,101.0 1,081.4 1,083.9

20 1,077.0 1,071.4 1,064.8 1,077.6 1,068.3 1,084.6 1,051.3 1,066.2

m11

21 993.4 989.6 984.6 996.4 989.9 980.2 978.1 991.2

22 989.0 985.0 980.8 991.4 966.3 954.3 943.3 960.4

m12

23 801.0 777.0 823.1 808.9 826.1 827.4 813.9 805.7

24 784.1 767.0 781.3 788.2 782.5 781.8 776.2 793.2

m13

25 746.1 746.7 757.5 759.8 738.1 740.3 735.0 731.5

26 721.7 713.8 756.4 740.5 663.9 662.1 677.5 670.5

m14

27 596.1 596.4 598.3 602.1 598.2 639.0 634.9 624.1

28 593.7 593.1 588.7 594.7 586.0 598.3 582.3 588.3

m15

29 572.1 565.8 542.9 551.7 576.7 582.0 571.7 576.3

30 571.6 564.3 538.9 547.3 555.2 574.1 530.5 536.1
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m04 :

mmon ¼ 3;638:9 cm�1 �!dimer

�181:1
mdim �!anh

�228:5
manh �!BSSE

þ195:5
mBSSE

¼ 3;388:8 cm�1

m004 :

mmon ¼ 3;638:9 cm�1 �!dimer

�219:3
mdim �!anh

�270:6
manh �!BSSE

þ221:4
mBSSE

¼ 3;370:4 cm�1

m05 :

mmon ¼ 1;853:2 cm�1 �!dimer

�54:9
mdim �!anh

�33:4
manh �!BSSE

þ0:7
mBSSE

¼ 1;765:6 cm�1

m005 :

mmon ¼ 1;853:2 cm�1 �!dimer

�75:3
mdim �!anh

�48:8
manh �!BSSE

þ11:8
mBSSE

¼ 1;740:9 cm�1

Considering the scheme of frequency corrections by dimer,

anharmonic, and BSSE effects presented above, one could

observe that they bring different contributions in the case of the

m4 monomer frequency value (3,638.9 cm-1), where finally we

got a double-split frequency pair m04 and m004
� �

of 3,370.4 and

3,388.8 cm-1 values (see ESM Fig. 1). A similar case can be

found for the m5 monomer frequency value where we have two

frequency values with 24.7 cm-1 distance between them.

The asymmetric urea structure contains two different

HBs, therefore, the doublet frequency split is a collective

effect of these two HBs. We chose six normal modes as

shown in ESM Table 2, representing four H–N and two C=O

stretching normal modes. They could be classified in the

following way: m1 and m3 are H–N stretching vibrations and

are located outside the intermolecular interaction region, m2

and m4 are also H–N stretching normal modes but inside the

intermolecular region, while m5 and m6 are C=O stretching

modes and are found in the same intermolecular interaction

zone. Anharmonic effects gave the most important correc-

tions, as it was also concluded above for the cyclic case. The

inner HB vibrations located in the intermolecular interaction

region can also be easily identified by the BSSE corrections.

Usually, they have larger BSSE corrections than those

frequency values of which normal mode vibrations are

not present in the intermolecular interaction region (m02:

9.2 cm-1, m002: 8.9 cm-1, m04: 23.4 cm-1, m004: 58.1 cm-1 at

MP2 level). Furthermore, due to the symmetry breaking in

the asymmetric dimer structure, m003 shows also a considerable

BSSE correction (12.4 cm-1), while its frequency pair (m03)

has a very small correction. Similar statement is true for m5

normal modes, where m005 presents BSSE effects, but for m05 this

effect is missing. The anharmonic effect has no significant

change with respect to the molecular surrounding; the

Table 3 continued

Nr. Cyclic Asymmetric

MP2 LMP2 B3LYP LMP2 (cc-pVQZ) MP2 LMP2 B3LYP LMP2 (cc-pVQZ)

m16

31 524.5 519.5 515.3 521.0 535.4 546.4 519.7 516.7

32 513.3 503.1 495.9 501.4 507.1 509.3 493.9 492.8

m17

33 495.4 437.2 451.1 448.7 493.2 493.2 485.4 475.9

34 489.3 433.0 448.3 446.3 489.7 476.3 447.5 443.5

m18

35 308.9 232.2 353.6 367.9 467.4 449.6 435.6 441.7

36 306.4 231.1 351.2 364.1 303.5 380.5 345.2 365.7

mI

37 141.5 139.5 155.2 156.0 147.7 139.5 145.1 154.4

mII

38 135.2 134.7 147.4 149.3 122.4 125.2 130.3 136.4

mIII

39 121.9 122.7 135.0 124.7 106.2 102.9 103.0 105.0

mIV

40 89.8 58.1 93.8 89.6 74.9 77.9 80.0 76.1

mV

41 62.0 45.3 66.9 62.4 66.5 50.4 50.6 55.5

mVI

42 38.0 37.2 44.1 37.5 42.1 42.8 39.8 44.0
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anharmonic shifts are between 150 and 170 cm-1 for m1 – m4

and between 35 and 40 cm-1 for m5 and m6. The correction

scheme for m4 and m5 is as follows (see ESM Fig. 2):

m04 :

mmon ¼ 3;638:9 cm�1 �!dimer

�104:0
mdim �!anh

�157:1
manh �!BSSE

þ33:5
mBSSE

¼ 3;456:3 cm�1

m004 :

mmon ¼ 3;638:9 cm�1 �!dimer

�157:1
mdim �!anh

�121:4
manh �!BSSE

þ24:3
mBSSE

¼ 3;429:7 cm�1

m05 :

mmon ¼ 1;823:2 cm�1 �!dimer

�10:6
mdim �!anh

�37:3
manh �!BSSE

þ2:6
mBSSE

¼ 1;777:9 cm�1

m005 :

mmon ¼ 1;823:2 cm�1 �!dimer

�40:9
mdim �!anh

�35:5
manh �!BSSE

þ10:7
mBSSE

¼ 1;757:5 cm�1

Similarly to the previous cyclic case, for both normal

modes, the dimer and anharmonic effects induce negative

frequency shifts, while BSSE effects gave smaller, but not

negligible positively shifted frequency values.

Apart from the monomer-type frequencies, the molec-

ular association induces a group of another six normal

mode vibrations which can be called intermolecular nor-

mal modes. They can be found in the very-far region (10–

250 cm-1) of the molecular IR spectra and show the rel-

ative vibrations of two ‘‘rigid’’ urea monomers according

to the six degrees of freedom that derive from the inter-

molecular coordinates. The frequency values of these

intermolecular normal mode vibrations are shown in ESM/

Table 3 obtained both at the MP2 and DFT (B3LYP and

BHLYP) levels of theory. They have strictly intermolecular

character and show only anharmonic and BSSE correc-

tions. Scrutinizing the results of normal mode vibrations

for the cyclic dimer one can observe that there are three

frequencies (see ESM/Fig. 5) of which motion take place

in the supermolecular plane (mI–mIII)—let us call them ‘‘in-

plane’’ vibrations, while the another three intermolecular

normal modes (mIV–mVI) show ‘‘out-of-plane’’ vibrations. If

we consider together the amount of anharmonic and BSSE

corrections, one can see that the ‘‘in-plane’’ vibrations are

more affected by these errors than ‘‘out-of-plane’’ normal

modes. Yet analyzing separately for only one mode, it can

be seen that they have almost similar magnitude, becoming

equally relevant corrections for the intermolecular normal

mode vibrations. At the same time, if we consider the off-

diagonal vibration couplings of these normal modes, one

can find that frequencies which belong to the group of

‘‘in-plane’’ or ‘‘out-of-plane’’ their vibrations are strongly

coupled inside the group, but much less coupled between

the groups. In the case of asymmetric urea dimer the sep-

aration of the above-mentioned ‘‘in-plane’’ and ‘‘out-of-

plane’’ group of vibrations is not so obvious (see ESM

Fig. 3), but similarly to the cyclic dimer, the BSSE and the

anharmonic effects are equally relevant. In both cases of

dimer structures, the collective effect of BSSE and anhar-

monic corrections presents about 10–15% from the fre-

quency values.

The intra–intermolecular normal mode couplings could

give us more detailed information about how strongly the

intra- and intermolecular normal modes are coupled.

Because the intra- and intermolecular normal modes have

very different vibrational frequency values, one should

obtain a strong coupling only in some special cases. Ana-

lyzing the anharmonic coupling matrix, we found that in case

of cyclic dimer the mI–mIII intermolecular normal modes are

coupled only with m04 and m004 (ex. x(m004 - mI ) = ?6.73 cm-1,

see ESM Table 4) intramolecular vibrations, while cou-

plings between m05 and m005 intranormal modes and mI–mIII in-

ternormal modes are almost missing. This could be explained

with the fact that molecular vibrations are performed in the

same molecular plane and along the same vibrational

direction. In the case of asymmetric urea dimer neither for m04
and m004, nor for m05 and m005 no significant anharmonic coupling

with the intermolecular normal modes could be found (see

ESM/Table 5). In this case, the only relevant coupling is

x m005 � mII

� �
¼ �3:86 cm�1.

If one compares the selected theoretical normal mode

frequencies with the experimental data (ESM Table 1 and

2), the more appropriate values are obtained for the CP-

corrected anharmonic frequencies, both for cyclic and

asymmetric structures. At the same time, it can be seen that

the dimer approximation is not satisfactory to reproduce

these experimental data with the desired high accuracy.

Thus, other extended theoretical calculations where also

solvent effects and larger cluster sizes are taken into

account would be absolutely necessary. In addition, other

spectroscopic data, such as vibrational absorption intensi-

ties calculated via atomic polar tensor [73] and comparing

them with the measured vibrational intensities would be

also useful to explain the unusual behavior of urea in gas or

solid phase.

3.2 The adenine–thymine dimer

3.2.1 Normal mode vibrations of the adenine–thymine

dimer

In Table 4 the intermolecular interaction energies and

intermolecular HB distances are presented optimized at

B3LYP and BHLYP levels of theory (with and without
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counterpoise correction) and considering the D95V and

D95V??** basis sets. Comparing the results obtained

using the B3LYP method with two different basis sets; one

can conclude that there is a considerable difference in the

interaction energy values. In the case of the D95V basis set

one have for the e interaction energy: -18.10 kcal/mol

when the BSSE is taken into account and -21.88 kcal/mol

without BSSE correction, while for the D95V??** basis

sets the corresponding values are: -13.75 and -14.96,

respectively. The BSSE correction is also important,

mostly in case of smaller basis set.

Based on the conclusions obtained in the previous, urea

dimer conformations investigation, one can point out that

the most suitable DFT method is the B3LYP XC functional;

namely, if we compare it with the similar MP2 results,

nearly the same geometries could be obtained. Moreover, if

we take into consideration that the MP2 method slightly

overestimates the normal mode vibrational frequencies

(especial in the region of 2,500–4,000 cm-1) [74], the

B3LYP frequencies show more realistic values as compared

to the experimental results. At the same time, some defi-

ciencies can be observed in the case of the far infrared

spectra (50–300 cm-1) where the intermolecular normal

modes are present. Here, the BHLYP functional showed a

better behavior, but we can obtain reasonably good values

also with B3LYP functional. Taking all these into consid-

erations and the fact that MP2 calculation has important

computational limit, we conclude that in the case of the

adenine–thymine DNA base pair (for its geometry see

Fig. 7, with the atomic indexes taken from [75]) the most

suitable DFT method to calculate harmonic frequency and

their anharmonic frequency correction should be the

B3LYP functional. The adenine–thymine binary system has

30 atoms and presents a number of 84 normal mode

vibrations from which 6 have intermolecular character.

Because we are interested in the stretching vibrations (m4

and m11) of those intramolecular covalent bonds where H

atoms are involved as well as in those intermolecular

vibrations of which motion is situated mostly in the

molecular plane (m78, m80 and m82), we present only these

specific normal mode vibrations. At the same time, one can

identify another group of seven normal modes (m41, m42, m54,

m60, m61, m64, and m69) specific for purine and pyrimidine ring

vibrational deformation which can significantly disturb the

HB vibrations. All these normal mode frequency values in

harmonic, BSSE-corrected harmonic, and anharmonic

approximations are presented in Table 5, while their normal

mode vibrations are shown in ESM Figs. 4 and 5. Consid-

ering the BSSE correction, the most affected normal modes

are the m4 and m11 N–H-stretching vibrations. In these two

cases, we found 76.6 cm-1 and 429.5 cm-1 frequency

increasing, respectively. Similar findings can be obtained in

case of m78 and m80 intermolecular normal modes, where

despite the fact that BSSE effects not show large frequency

shifts, they could represent significant corrections when

Table 4 The e interaction energies (kcal/mol) and R intermolecular

distances (Å) in the case of the adenine–thymine DNA base pair,

optimized at the MP2, B3LYP and BHLYP levels of theory (with and

without counterpoise correction) and considering the D95V and

D95V??** basis sets

Method/basis set e RO���H RN���H

MP2/D95V -22.16 1.91 1.72

MP2-CP/D95V -14.84 2.00 1.84

B3LYP/D95V -21.88 1.83 1.65

B3LYP-CP/D95V -18.10 1.87 1.72

B3LYP/D95V??** -14.96 1.90 1.80

B3LYP-CP/D95V??** -13.75 1.91 1.82

BHLYP/D95V??** -14.99 1.93 1.82

BHLYP-CP/D95V??** -13.92 1.94 1.85

Fig. 7 The equilibrium geometry structure of the adenine–thymine

DNA base pair obtained at B3LYP level of theory using the

D95V**?? basis set

Table 5 The harmonic (m) and anharmonic (a) frequencies (cm-1) of

some selected intramolecular and intermolecular normal modes in the

adenine–thymine DNA base pair, obtained at the B3LYP level of

theory and using the D95V basis set (The mint is the predicted fre-

quency value, considering together the BSSE and anharmonic

corrections)

Nr. mdim
NCP mdim

CP adim
NCP mint

m4 3,329.3 3,405.9 3,048.2 3,124.8

m11 2,546.7 2,976.2 2,386.3 2,815.8

m41 1,035.2 1,035.7 1,018.5 1,019.0

m42 1,031.4 1,024.2 1,014.2 1,007.0

m54 742.4 745.9 726.9 730.4

m60 637.7 630.3 632.8 625.4

m61 607.4 611.1 601.2 604.9

m64 550.2 550.4 542.0 542.2

m69 397.2 404.1 388.8 395.7

m78 119.9 108.2 115.4 103.7

m80 114.6 101.6 110.3 97.3

m82 66.8 60.3 58.3 51.8
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compared with the uncorrected frequency values. With

respect to anharmonic corrections, one can observe that

large frequency shifts are obtained in the case of N–H

covalent bond stretching vibrations (-281.1 cm-1 for m4

and -160.4 cm-1 for m11). Considering the ring deforma-

tion normal mode vibrations (m41, m42, m54, m60, m61, m64, and

m69), the anharmonic correction is more important than

BSSE effects, but even so, their frequency shifts are

\20 cm-1. As it was concluded in the previous case of urea

dimers, the anharmonic and BSSE corrections could be

considered in a very good approximation as additive effects.

According to this fact, we present in the fifth column of

Table 5, the integral correction (mint) of the anharmonic and

BSSE effects. The results show that in some frequency

cases, we have an opposite contribution of frequency shifts,

while in some other cases the anharmonic and BSSE col-

lective corrections increase the magnitude of the frequency

shift. Analyzing the anharmonic coupling matrix (see ESM

Table 6), one observes strong vibrational coupling between

m11 intra- and m78 intermolecular normal modes (x11, 78 =

8.2 cm-1) as well as between m11 intra- and m80 intermo-

lecular normal modes (x11, 80 = 10.4 cm-1). The case of

this strong coupling could be explained by the same fact that

in the case of cyclic urea dimer namely, by the presence of

the same molecular plane for both normal modes and the

same vibrational direction for m11 and m78 modes. In other

cases, there is no significant coupling between the intra- and

intermolecular normal modes.

Krishnan et al. [76] showed that comparison of experi-

mentally observed IR spectra of the adenine–thymine base

pair with the calculated frequencies was not a simple task.

First of all, because the Watson–Crick configuration of A–

T base pair is not the most stable isomer conformation [77].

Making a detailed theoretical anharmonic frequency anal-

ysis they were able to assign the IR–UV double resonance

spectra [78] also to a particular isomer which is not the

Watson–Crick structure. A direct experimental assignment

of N–H-stretching vibrations in A–T oligomers in condense

phase is very difficult because the N–H-stretching vibration

spectral region overlaps with the water’s O–H-stretching

spectral region. Reducing the water content of the A–T

oligomers does not solve the problem because they do not

adopt a well define structure at extremely low water con-

centration. To identify and to characterize the N–H-

stretching vibrations of A–T base pair oligomers in DNA

Heyne et al. [79] use the two-color IR pump-probe tech-

nique to overcome the above-mentioned experimental

problem. They found that adenine m(NH2) absorbs at

3,215 cm-1 and have pronounced anharmonic couplings to

the m(C=O) mode of the thymine and d(NH2) mode of the

adenine.

The vibrational relaxation in DNA is a very complicated

process. In this paper, only vibrational couplings between

the N–H and C=O stretching and different intermolecular

(rigid monomer) normal modes, via hydrogen bond, were

presented. It is obvious that these normal modes are also

influenced by other interactions that are important for the

stability and functionality of the DNA. The attractive dis-

persion effects of DNA base stacking interaction stabilize

the base pair’s plans. In addition, there is the effect of the

phosphate backbone, the ribose or deoxyribose sugars and

finally the environment, including counterion (cations) that

neutralize the large negative charge due to the phosphate

backbone charge. These molecular fragments as well as the

interactions between them substantially influence the nor-

mal mode vibrations of the base pairs, which also should be

considered.

4 Conclusions

When considering the results obtained for two geometry

conformations (cyclic and asymmetric) of the urea dimer

and the planar geometry configuration of the adenine–

thymine DNA base pair, the following conclusions can be

drawn:

(1) Considering the HB distance and the intermolecular

interaction energy for both cyclic and asymmetric urea

dimers, the BLYP, B3LYP, and BHLYP DFT XC func-

tionals gave comparable good results with the second-order

Møller–Plesset perturbation theory method. Other DFT

functionals such as PBE, HTCH407, and KMLYP under-

estimate or overestimate the H-bond distances and inter-

action energies; (2) the empirically corrected DFT

functionals which include dispersion effects, the Truhlar’s

hybrid meta-GGA M06-2x DFT functional or the DF-

LMP2 density-fitting local perturbation method are the best

theoretical frameworks for describing HBs and intermo-

lecular interaction energies in urea dimers; (3) the best

agreement with the MP2 results for normal mode fre-

quency values are obtained for B3LYP and BHLYP

functionals; (4) for the N–H and C=O covalent bond

stretching vibrations, the anharmonic frequency correction

is significant; (5) for the N–H and C=O covalent bond

stretching vibrations the BSSE corrections are also signif-

icant, but only in the case when the normal mode vibrations

are in the intermolecular region; (6) for vibrations which

are located in the intermolecular region, the influence of

the adjoining molecule (dimer effect) on the vibrational

frequency is comparable with the magnitude of the BSSE

and anharmonic corrections; (7) analyzing the magnitude

of the anharmonic and BSSE corrections obtained for

cyclic and asymmetric urea dimers, it was found that their

contributions to the harmonic frequency shift could be

considered in a very good approximation as an additive

effect. (8) The anharmonic coupling between intra- and
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intermolecular normal modes is significant only when the

motion of normal mode vibrations occur in the same

molecular plane (the plane defined by those atoms which

move during the vibration) and along the same vibrational

direction. (9) Using the classical DFT functionals and

applying double-zeta quality basis sets one could obtain a

good qualitative description of the anharmonic corrections,

but further investigations considering the recently devel-

oped DFT or perturbation methods and triple-zeta quality

basis sets are needed to obtain a good quantitative

description for them.
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64. Schütz M, Rauhut G, Werner H-J (1998) J Phys Chem 102:5197

65. Grimme S (2006) J Comp Chem 27:1787

66. Zhao Y, Truhlar DG (2007) Theor Chem Acc 120:215

67. ‘‘NWChem, A Computational Chemistry Package for Parallel

Computers, Version 5.1.1’’, Bylaska EJ, de Jong WA, Govind N,

Kowalski K, Straatsma TP, Valiev M, Wang D, Apra E, Windus

TL, Hammond J, Nichols P, Hirata S, Hackler MT, Zhao Y, Fan

P-D, Harrison RJ, Dupuis M, Smith DMA, Nieplocha J,

Tipparaju V, Krishnan M, Vazquez-Mayagoitia A, Wu Q, Van

Voorhis T, Auer AA, Nooijen M, Crosby LD, Brown E, Cisneros

G, Fann GI, Fruchtl H, Garza J, Hirao K, Kendall R, Nichols JA,

Tsemekhman K, Wolinski K, Anchell J, Bernholdt D, Borowski

P, Clark T, Clerc D, Dachsel H, Deegan M, Dyall K, Elwood D,

Glendening E, Gutowski M, Hess A, Jaffe J, Johnson B, Ju J,

Kobayashi R, Kutteh R, Lin Z, Littlefield R, Long X, Meng B,

Nakajima T, Niu S, Pollack L, Rosing M, Sandrone G, Stave M,

Taylor H, Thomas G, van Lenthe J, Wong A, and Zhang Z,

Pacific Northwest National Laboratory, Richland, Washington

99352-0999, USA (2009)

68. Korth M, Grimme S (2009) J Chem Theory Comput 5:993

69. Molden 4.7, Schaftenaar G, Noordik JH (2000) J Comput-Aided

Mol Design 14:123

70. Gabedit 2.1.11, Allouche A-R, ‘‘Gabedit is a free Graphical User

Interface for computational chemistry packages.’’ Available from

http://gabedit.sourceforge.net/

71. Dunning TH Jr (1989) J Chem Phys 90:1007

72. Kendall RA, Dunning TH Jr, Harrison RJ (1992) J Chem Phys

96:6796

73. Jalkanen KJ, Stephens PJ (1991) J Phys Chem 95:5446

74. Sinha P, Boesch SE, Gu C, Wheeler RA, Wilson AK (2004)

J Phys Chem A 108:9213

75. Shui X, McFail-Isom L, Hu GG, Williams LD (1998) Biochem

37:8341
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77. Kabeláč M, Hobza P (2001) J Phys Chem B 105:5804

78. Plützer C, Hünig I, Kleinermanns K, Nir E, de Vries MS (2003)

Chem Phys Chem 4:838

79. Heyne K, Krishnan GM, Kühn O (2008) J Phys Chem B
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